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1 Abstract

Standard video compression techniques apply motion-compensated prediction combined with transform coding of the prediction error. In the context of prediction with fractional-pel motion vector resolution it was shown, that aliasing components contained in an image signal are limiting the prediction efficiency obtained by motion compensation. In order to consider aliasing, quantisation and motion estimation errors, camera noise, etc., we analytically developed a two-dimensional (2D) non-separable interpolation filter, which is independently calculated for each frame by minimising the prediction error energy. For every fractional-pel position to be interpolated, an individual set of 2D filter coefficients is determined. As a result, a coding gain of up to 1,2 dB Y-PSNR at same bit rate or up to 30% reduction of bit rate is obtained for HDTV-sequences compared to the standard H.264/AVC. Up to 0,5 dB (up to 10% bit rate reduction) are achieved for CIF-sequences.

2 State of the Art
In order to reduce the bit rate of video signals, the ISO and ITU coding standards apply hybrid video coding with motion-compensated prediction combined with transform coding of the prediction error. In the first step the motion-compensated prediction is performed. The temporal redundancy, i.e. the correlation between consecutive images is exploited for the prediction of the current image from already transmitted images. In a second step, the residual error is transform coded, thus the spatial redundancy is reduced.

In order to perform the motion-compensated prediction, the current image of a sequence is split into blocks. For each block a displacement vector 
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 is estimated and transmitted that refers to the corresponding position in a reference image. The displacement vectors have fractional-pel resolution. The standard H.264/AVC [1] is based on 1/4-pel displacement resolution. Displacement vectors with fractional resolution may refer to positions in the reference image, which are located between the sampled positions. In order to estimate and compensate the fractional-pel (sub-pel) displacements, the reference image has to be interpolated on the sub-pel positions. H.264/AVC uses a 6-tap Wiener interpolation filter, as proposed in [2] with different but also fixed filter coefficients. The interpolation process used in H.264/AVC is depicted in Fig. 1 and can be subdivided into two steps. At first, the half-pel positions 
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 are calculated, using a horizontal or vertical 6-tap Wiener filter, respectively. Using the same Wiener filter applied at sub-pel positions 
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 the sub-pel position 
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 is computed. (Alternatively, the sub-pel position 
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 can be computed using the horizontal filter set applied at sub-pel positions 
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). In the second step, the residual quarter-pel positions are obtained, using a bilinear filter, applied at already calculated half-pel positions and existing full-pel positions.
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Fig. 1: Integer samples (shaded blocks with upper-case letters) and fractional sample positions (white blocks with lower-case letters) for quarter-pel sample interpolation.

Wedi [3] proposed an adaptive interpolation filter, which is independently estimated for every image. This approach enables to take into account the alteration of image signal properties, especially aliasing, on the basis of minimisation of the prediction error energy. The filter coefficients, which are used for the calculation of the half-pel positions, are estimated iteratively using a numerical approach. The quarter-pel positions are calculated using a bilinear filter. In order to guarantee the convergence of the approach, the displacement vectors, estimated during the first step using the standard filter set, are used in further iterations.

Further, Wedi proposed a 3D filter [4] combining two techniques: a two-dimensional spatial filter with motion compensated interpolation filter (MCIF). MCIF does not only utilise samples of the frame to be interpolated 
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 at time instance t-1, but also the samples from the interpolated frame at time instance 
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 in order to interpolate frame 
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. A disadvantage of MCIF is the sensitivity concerning displacement vector estimation errors. Thus, quality improvement could only be achieved in combination with 1/8-pel displacement vector resolution.

Here, we present a new strategy for calculation of optimal filter coefficients for a 2D non-separable motion compensated interpolation.
3 Non-separable two-dimensional Adaptive Wiener Interpolation filter

In order to achieve the practical bound for the gain, obtained by means of an adaptive filter, another kind of adaptive filter has been developed. For every sub-pel position SP (a … o), see Fig. 1, the individual set of coefficients is analytically calculated, such that no bilinear interpolation is used. If the sub-pel position to be interpolated is located at 
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, a one-dimensional 6-tap filter is calculated, using the samples 
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, respectively. For each of the remaining sub-pel positions 
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, a two-dimensional 6x6-tap filter is calculated. For all sub-pel positions, the filter coefficients are calculated in a way that the prediction error energy is minimised. Note, that in this proposal we limit the size of the filter to 6x6 and the displacement vector resolution to a quarter-pel, but other filter sizes and displacement vector resolutions are also conceivable with our approach.

In the following, we describe the calculation of the filter coefficients more precisely. Let us assume, that 
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 are the 36 filter coefficients of a 6x6-tap 2D filter used for a particular sub-pel position 
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) to be interpolated is computed by a two-dimensional convolution:
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where 
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 is an integer sample value (
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The calculation of coefficients and the motion compensation are performed in the following steps:

1) Displacement vectors 
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 are estimated for every image to be coded. For the purpose of interpolation, the standard interpolation filter is applied to every reference image.

2) 2D filter coefficients 
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 are calculated for each sub-pel position 
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 independently by minimisation of the prediction error energy:
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with 
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where 
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 is an original image, 
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 a previously decoded image, 
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 are the filter indices, 
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 are the estimated displacement vector components, 
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, in case of a 6-tap filter so 
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-operator is the floor function, which maps the estimated displacement vector 
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 to the next full-pel position smaller than 
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. This is a necessary step, since the previously decoded images contain information only at full-pel positions. Note, for the error minimisation, only the sub-pel positions are used, which were referred to by motion vectors. Thus, for each of the sub-pel positions 
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 an individual set of equations is set up by computing the derivative of 
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. The number of equations is equal to the number of filter coefficients used for the current sub-pel position 
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For each sub-pel position 
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 using a 6x6-tap 2D filter, a system of 36 equations with 36 unknowns has to be solved. For the remaining sub-pel positions, requiring a 1D filter, systems of 6 equations have to be solved. This results in 360 filter coefficients (nine 2D filter sets with 36 coefficients each and six 1D filter sets with 6 coefficients per set).

3) New displacement vectors are estimated. For the purpose of interpolation, the adaptive interpolation filter computed in step 2 is applied. This step enables reducing motion estimation errors, caused by aliasing, camera noise, etc. on the one hand and to treat the problem in the rate-distortion sense on the other hand.

The steps 2 and 3 can be repeated, until a particular quality improvement threshold is achieved. Since some of the displacement vectors are different after the 3. step, it is conceivable to estimate new filter coefficients, adapted to the new displacement vectors. However, this would result in a higher encoder complexity.

The filter coefficients have to be quantised and transmitted as side information e.g. using an intra/inter-prediction and entropy coding [5].
4 Symmetric two-dimensional Filter

Since transmitting 360 filter coefficients may result in a high additional bit rate, the coding gain can be drastically reduced, especially for video sequences with small spatial resolution. In order to reduce the side information, we assume that statistical properties of an image signal are symmetric.

Thus, the filter coefficients are assumed to be equal, in case the distance of the corresponding full-pel positions to the current sub-pel position are equal (the distance equality between the pixels in 
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-direction is also assumed, i.e. if the image signal is interlaced, a scaling factor should be considered etc.).

Let us denote 
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 as a filter coefficient used for computing the interpolated pixel at sub-pel position 
[image: image52.wmf]a

 at the integer position 
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, depicted in Fig. 1. The remaining filter coefficients are derived in the same manner. Then, based on symmetry assumptions only 5 independent 1D or 2D filter sets, consisting of different numbers of coefficients are required. Thus, for the sub-pel positions 
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 only one filter with 6 coefficients is estimated, since:
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The same assumptions, applied at sub-pel positions 
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 and 
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 result in 3 coefficients for these sub-pel positions:
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In the same way, we get 21 filter coefficients for sub-pel positions 
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, 18 filter coefficients for sub-pel positions 
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 and 6 filter coefficients for the sub-pel position 
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. In total, this reduces the number of needed filter coefficients from 360 to 54, exploiting the assumption, that statistical properties of an image signal are symmetric.
5 Experimental Results

In our experiments for evaluating the coding efficiency of the adaptive Wiener interpolation filter, we coded several HDTV sequences. All simulations were performed using the Baseline and Main profile of H.264/AVC (JM8.2) for one and five reference frames. All results are summarised in the accompanying Excel document. 

The rate-distortion curves that are contained in the accompanying Excel document show that the new approach outperforms the standard H.264/AVC for all bit rates. Performance gains of up to 1,1 dB for the same bit rates are achieved. Furthermore, for all tested sequences the quality loss when using 1 reference frame in comparison with 5 reference frames is lower, if the adaptive interpolation filter is applied. This is also understandable, since both, multi-reference frames and adaptive interpolation filter, aim to reduce aliasing effects. For all tested HDTV-sequences, using the adaptive interpolation filter and 1 reference frame is much more efficient, than using the standard H.264/AVC with 5 reference frames.

An additional advantage of the non-separable interpolating scheme is avoiding of double quantisation, which is inevitable for quarter-pel positions, if separable filter scheme is used. Disadvantages are slightly increased decoder complexity (number of operations needed for interpolation increases) and lower suitability for 16-bit arithmetic.
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